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Abstract

A robust, two-phase numerical methodology is used to study the mixing layer developing behind the
detonation of a heterogeneous explosive charge, i.e., a charge comprising of a high explosive with metal
particles. The Large Eddy Simulation (LES) approach is used along with a recently developed Eulerian-
Lagrangian formulation to handle dense flow-fields. Significant mixing and turbulence effects are observed
in the mixing layer, and the rms of the radial velocity component is found to be about 25% higher than
that of the azimuthal and zenith velocity components, due to the flow being primarily radial. The mean
concentration profiles are self-similar in shape at different times, based on a scaling procedure used in the
past for a homogeneous explosive charge. The peak rms of concentration profiles are 23-30% in intensity, and
decrease in magnitude with time. The behavior of concentration gradients in the mixing layer is investigated,
and stretching along the radial direction is observed to decrease the concentration gradients along the azimuth
and zenith directions faster than the radial direction. The mixing and turbulence effects in the mixing layer
subsequent to the detonation of the heterogeneous explosive charge are superior to that of a homogeneous
explosive charge containing the same amount of the high explosive, exemplifying the role played by the
particles in perturbing the flow-field. The non-linear growth of the mixing layer width starts early for the
heterogeneous explosive charge, and the rate is reduced during the implosion phase in comparison with the
homogeneous charge. Overall, this study has provided some useful insights to the mixing layer characteristics
subsequent to the detonation of heterogeneous explosives, and has also demonstrated the efficacy of the dense,
multiphase formulation for such applications.

I. Introduction

The addition of solid metal particles to a charge of a high explosive, termed heterogeneous explosive,
is known to augment the impulsive loading of the charge due to the momentum and energy delivered by
the particles. The detonation of a heterogeneous explosive results in the inter-play of several fluid-mechanic
and thermodynamic parameters, thereby complicating the underlying physics of the problem. When a
heterogeneous explosive charge is detonated, it gives rise to an outward moving blast wave that attenuates
due to the effects of spreading. At the same time, the solid particles pick up momentum from the gas due
to drag and are set into motion. This class of explosives involves a dense two-phase flow-field in the near-
field, the dispersal of the solid particles, and their subsequent impulsive loading deliverance. The particles
also perturb the contact surface, thereby giving rise to mixing between the inner detonation products and
the outer air; this mixing results in afterburn. Although the afterburn energy release may not affect the
primary blast wave, it will be a significant contribution to the total impulsive loading deliverable from the
explosive charge, especially for thermobaric carbon-rich explosives like TNT. In this paper, dispersion of
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solid particles, its role on turbulent mixing of the detonation products and the outer air, and the subsequent
afterburn effects are investigated using a simulation model.

Zhang et al.1 carried out experimental and numerical studies to obtain the shock front and the particle
cloud trajectory for a nitromethane charge containing steel particles. It was noted that the distance required
for the large particles to overtake the shock front strongly depends on the charge size and material density,
but weakly on the solid volume fraction. They also concluded that a particle size limit exists, above which
the distance required for the particles to penetrate the shock front is less sensitive to the particle size, and
below which, the distance required depends on particle size. Some joint experimental and numerical efforts
have also been undertaken to evaluate impulsive loading from a heterogeneous charge comprising of a high
explosive and inert/reacting solid particles. Frost et al.2 carried out a combined experimental and numerical
study focusing on particle momentum and impulse effects of a nitromethane charge with steel particles.
They showed that the integrated particle momentum flux is larger than the gas momentum flux by a factor
of about 3–4 in the near field, and the impulsive load on a near-field structure was increased by a factor
of 2 for a heterogeneous charge, when compared to a homogeneous charge. The current authors have also
studied the impulsive loading deliverable by a heterogeneous explosive charge for a range of particle sizes3

using a robust two-phase numerical methodology. It was shown that the total deliverable impulsive loading
is independent of the particle size above a certain size, but the individual components of impulse do depend
on the size.

Despite these studies, the role played by three-dimensional flow physics on multi-phase explosions is
still in its infancy due to the complex modeling issues that have to be properly addressed. Although the
primary blast wave and the particle front are neary spherically symmetric and can be simulated from one-
dimensional studies, the flow-field behind is inherently three-dimensional. As the detonation wave reaches
the outer boundary of the explosive charge, for the homogeneous and heterogeneous explosive charges alike,
a blast wave is propagated outwards, and a rarefaction wave inwards. The contact surface that separates
the inner detonation products and the outer shock-compressed air trails behind the primary blast wave,
and is highly sensitive to perturbations due to the high density ratio (∼ 500) across it at early times. For
a homogeneous explosive charge, the source of the initial perturbations could be due to imperfections in
the charge, or from perturbations arising from molecular scales. For the heterogeneous explosive charge,
in addition to these sources of perturbations, the random distribution of the exploding particle cloud front
also introduces perturbations to the flow due to momentum and energy absorption by the particles. These
perturbations grow into hydrodynamic instabilities that are Rayleigh-Taylor4 in nature at early times for both
homogeneous and heterogeneous charges. The growth of these instabilities/structures is three-dimensional,
thus giving rise to a three-dimensional mixing layer in which the core detonation products mix with the outer
shock-compressed air and burn. At the same time, the inward moving rarefaction wave over-expands the
flow, giving rise to a secondary shock.5 As the secondary shock propagates outwards, it interacts with the
hydrodynamic structures in the mixing layer, a classic Richtmyer-Meshkov instability6 that is characterized
by the creation of vorticity. This phenomena further sustains mixing between the inner detonation products
and the outher air, thereby sustaing the afterburn process. Past studies for a homogeneous explosive charge
have identified four phases critical to the problem.7–9 These are summarized as the (i) blast wave phase, (ii)
implosion phase, (iii) re-shock phase, and (iv) asymptotic mixing phase. The interested reader is referred to
these references for a detail description of the four phases, albeit for the detonation of a homogeneous high
explosive charge.

In particular, the behavior of the ensuing mixing layer of the heterogeneous explosive charge to turbulence
and hydrodynamic instabilities has never been addressed by the research community. Some photographic
evidence of hydrodynamic instabilities in heterogeneous explosions was presented by Frost et al.;10 however,
the turbulent mixing in multiphase explosions may never be properly characterized/measured from experi-
ments in the forseeable future due to the destructive nature of the flow, and so computational simulations can
play a critical role to elucidate the physics. The synergy of fluid turbulence and dense particle loading is of
interest, and a simulation accounting for both phenomena poses a challenge. We employ a robust simulation
methodology that can account for both effects, and study the mixing layer ensuing from the detonation of
a heterogeneous explosive charge. The objectives of this study are: (1) to characterize the dynamics in the
mixing layer; (2) to ascertain the turbulence intensities in the mixing layer; (3) to study the concentration
fluctuations in the mixing layer and (4) to compare the turbulent dynamics of a heterogeneous explosive
with that of a homogeneous explosive charge to illustrate the role played by dense particle clouds in the
mixing process. This paper is organized as follows: in Section II, we present the governing equations and
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the numerical scheme; in Section III, we present the results and discuss them; and in Section IV, we present
the conclusions drawn from this study.

II. Governing Equations and Numerical Method

II.A. Gas Phase

We use Large Eddy Simulation (LES) methodology of the compressible, unsteady, multiphase gas phase equa-
tions using a finite-volume method. The conventional LES governing equations11, 12 have been extended to
handle dense flows, with the use of the Discrete Equations Method (DEM),13, 14 with an Eulerian-Lagrangian
re-formulation.3 For the current problem, the flow-field is dense only at early times, and transforms to di-
lute at late times. Thus, we use the DEM13, 14 approach with the MUSCL (Monotone Upstream-centered
Schemes for Conservation Laws) shock-capturing scheme and the HLLC Riemann Solver15 to obtain the
fluxes at early times. Once the solid volume fraction becomes dilute, we turn off the DEM, and use a hybrid
approach that combines the shock-capturing scheme with a central scheme to resolve both shocks and shear
flow.16 The scheme is second order accurate in both time and space. Following Oefelein’s17 approach, the
favre-filtered gas-phase governing equations are summarized as follows

∂α ρ

∂t
+

∂α ρũi

∂xi
= ˜̇ρs, (1)

∂α ρũi
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+

∂
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[
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∂α
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∂t
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∂
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[
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(
Ỹkũi + ỸkṼi,k

)
+ αY sgs

i,k + αθsgs
i,k

]
= αω̇k + ˜̇Ss,k, (4)

for the continuity, momentum, energy and k-th species equations, respectively. The tilde (∼) denotes the
resolved scale, and the overbar represents a spatial filtering; the variables denote the usual flow parame-
ters.11, 16 We have introduced the variable α, which represents the gas phase volume fraction, treating it as
a passive scalar. The superscript sgs represents the sub-grid terms, and appropriate closures are used to
model them.11, 16 For the present study, we neglect the following sub-grid terms: σsgs

j and θsgs
i,k . The other

sub-grid terms are closed by modeling, for which we solve the sub-grid kinetic energy equation:

∂

∂t
α ρ ksgs +

∂

∂xi
(α ρ ũik

sgs) = −ατij
sgs ∂ũi

∂xj
+ αPksgs − αDksgs . (5)

Pksgs and Dksgs denote respectively, the production and dissipation of ksgs, obtained as:

Pksgs =
∂

∂xi

(
ρνt

∂ksgs

∂xi

)
; Dksgs = Cǫρ

(ksgs)
1.5

∆
. (6)

Here, νt is the sub-grid eddy viscosity, and is modeled as νt = Cν∆ksgs0.5, where ∆ is obtained from the local

grid size as ∆ = (∆x∆y∆z)
1/3

. The constants Cν and Cǫ are set values of 0.067 and 0.916, respectively.11

The sub-grid terms τsgs
ij , Hsgs

j and Y sgs
i,k are modeled; for brevity we do not discuss the terms here, and the

interested reader can find their mathematical form elsewhere.11, 16

The terms ˜̇ρs,
˜̇Fs,i,

˜̇Qs,
˜̇Ws and ˜̇Ss,k denote the source terms due to inter-phase interaction, which are

obtained from the Lagrangian tracking of the solid particles.3 Since we consider non-reactive steel particles,

we set ˜̇ρs and ˜̇Ss,k to zero. The chemical reaction rate, ω̇k is assumed to be infinitely fast, i.e., the reaction
rate is dictated by turbulent mixing, rather than by kinetics/temperature (this approximation is also known
as the ‘flame-sheet’ approximation). This approximation widely used for modeling explosives,18 especially
because an Arrhenius-type reaction rate applicable for the very high pressures and temperatures under
consideration is not available. We use a one step chemistry: CO + 1

2O2 → CO2, and assume a minimum
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temperature of 700 K for its occurrence. For thermodynamic closure, we employ the Jones-Wilkins-Lee
(JWL) equation of state,19 which is typical for explosives, and is given by

P = Aexp

(
−R1ρo

ρ

)
+ B exp

(
−R2ρo

ρ

)
+ ωρCvT̃ , (7)

where T̃ denotes the resolved gas temperature, and Cv is the specific heat of the gas at constant volume;
A, B, R1, R2 and ω denote JWL constants, and ρo, the explosive density.19 The JWL equation of state
asymptotes to the perfect gas equation of state at low densities.

The gas volume fraction (α) is obtained as α = 1 − αs, where αs is the solid volume fraction. Since we
are tracking particles in a Lagrangian fashion (discussed in the next sub-section), their precise location is
known at each time step, enabling the computation of αs as a simple volume average. Next, we summarize
the equations for the solid phase.

II.B. Solid Phase

For the solid phase, Lagrangian tracking is used to compute the particle velocity vector (us,i) from the forces
acting on a particle. The particle position vector (xs,i) is obtained from the velocity vector. These equations
are summarized below for the circumstance involving no inter-phase mass transfer:

dxs,i

dt
= us,i, (8)

ms
dus,i

dt
=

π

2
rs

2CDρ|ũi − us,i| (ũi − us,i) + msAc,i, (9)

where ms is the solid particle mass, rs is the particle radius, and Ac,i is the i-component of net acceler-
ation/deceleration on a particle due to inter-particle collisions.20, 21 In the above equation, CD represents
the drag coefficient and is usually expressed as an empirical function of Reynolds number and solid volume
fraction. Due to the dense nature of the problem, the inter-particle interaction (Ac,i) has to be accounted
for; we use the Snider’s collision model20, 21 to obtain the inter-particle interaction, which is an empirical
function of the solid volume fraction (αs). Very often, the number of particles that are required to attain the
desired solid loading is sufficiently large to be individually tracked as it would require exorbitant amounts
of computer memory. This deficiency is overcome with the concept of a parcel, which comprises of a group
of particles with the same position, velocity and temperature. Stated along these lines, only parcels are
tracked, with the number of particles assigned per parcel dependent on the desired solid loading.

The heat transfer between the two phases is estimated assuming only convection, and is used to obtain
the solid particle temperature (Ts)

msCs
dTs

dt
= 2πrsκNu

(
T̃ − Ts

)
. (10)

Here, Cs denotes the heat capacity of the solid, and κ, the thermal conductivity of the gas. The Nusselt
number (Nu) is typically expressed as empirical functions of Reynolds number and Prandtl numbers. The
system of governing equations for the solid phase are solved using a 4th order Runge-Kutta scheme to obtain
the solid particle position vector, velocity vector and temperature. The coupling terms that appear on the
right side of the gas phase governing equations are obtained by volume averaging over all the particles/parcels
in a finite volume, summarized elsewhere.3

III. Results and Discussion

Many canonical studies have been completed so far to establish the accuracy of the hydrocode to simulate
motion of dense solid particle clouds and its effect on the shock/blast wave, and the ensuing mixing layer
behind. For brevity, these canonical studies are not presented here, although some results can be found else-
where.3, 9, 22 We simulate a heterogeneous explosive charge of Nitromethane (NM) containing steel particles,
for which experimental data on the blast wave and particle front trajectories, and the blast wave overpressure
exists in literature.1 Recently, we investigated the same problem for a range of particle sizes, and studied
the impulsive loading delivered to a virtual structure,3 albeit without shear and turbulence effects. In this
paper, we focus on shear and turbulence effects in the mixing layer using a LES approach.
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The initial heterogeneous explosive charge is 5.9cm in radius, and consists of 463 µm steel particles
occupying 62% of the volume of the charge. Since this study focus on the post-detonation flow-field, the
initial detonation event within the charge is simulated separately using a one-dimensional approach, and
then initialized to the three-dimensional grid. The post-detonation flow profiles for the gas and particle
phases,23 that are to serve as the initialization for the three-dimensional simulation, are obtained based on a
numerical procedure outlined elsewhere.3, 9 The post-detonation simulation is carried out with a sector grid
approach,3, 9, 24 i.e., we consider only a part of a spherical sector with free-slip boundary conditions along
the sides of the sector, and outflow in the outermost plane. The sector is 2.4m long, and 45o in the azimuth
and zenith directions. The particles are randomly distributed within the charge with velocities based on the
aforementioned one-dimensional detonation simulation.

The blast wave and particle front trajectories and the blast wave overpressure have been compared against
experimental data1 and good agreement has been obtained in a recent study.3 For the present study, three
different grids have ben tried: 1000X45X45, 1000X60X60 and 1000X75X75, and we will now show that the
latter two grids are sufficient resolutions to predict the shear instabilities and turbulent features in the mixing
layer. To compare results obtained with different grids, or different explosive charges, it is customary that
we use a normalized spatial co-ordinate consistent with the definition of the mixing layer boundaries. To
this end, we we first introduce the concept of a scaled distance (χ), defined as

χ =
r − r0.5

r0.05 − r0.95
, (11)

where r0.5, r0.05 and r0.95 denote respectively, the radial distance at which the azimuthally averaged YCO is
0.5, 0.05 and 0.95 times the YCO in the detonation products after the completion of the detonation (=0.459
in this study, obtained from the balanced chemical reaction CH3NO2 → CO + H2O + 1

2H2 + 1
2N2). A

similar scaled distance concept was used by Kuhl.7 Here, the denominator of Eqn. (11) is used as a measure
of the mixing layer width (δ).

To demonstrate grid independence, Fig. 1 shows the azimuthally averaged (a) rms velocity components
and (b) resolved KE at the 4 msec time instant for the 1000X60X60 and 1000X75X75 grids (Note: the
1000X75X75 grid has 56.25% more grid points than 1000X60X60 grid). Here, ur, uθ and uφ denote re-
spectively, the radial (r), the azimuthal (θ) and the zenith (φ) velocity components, normalized with the
ambient speed of sound (ainf ). We normalize the resolved KE by ainf

2. As evident, reasonable matching
is attained for both the rms and KE profiles, thus exemplifying the choice of the grid used (1000X75X75)
and its accuracy. Some small discrepancies exist in the inner regions, especially near χ ∼ −0.4, and this is
presumably due to the particle size being comparable to the grid size in the inner regions of the sector grid.
However, the descrepancies are small considering that the problem is inherently transient in nature. The
turbulence predictions in the outer regions of the mixing layer, in particular, the turbulence decay in the
0.25 ≤ χ ≤ 0.6 (Fig. 1 (b)) region is accurately predicted for both grids. Even the mixing layer boundaries
are in reasonable agreement for the 1000X60X60 and 1000X75X75 grids, not shown for brevity.

Having demonstrated grid independence, we will use the results from the 1000X75X75 grid for the
remainder of this study. Our study confirms that the particle front is spherically symmetric, i.e., not
influenced by the three-dimensional effects in the mixing layer. This is consistent with the experimental
observations,1 and is owing to the large size of the particles chosen (463 µm), and the high material density
of steel, due to which the particles are almost unaffected by turbulence and hydrodynamic instabilities.

III..1. Mixing layer characteristics

Here, we study the dynamics of the mixing layer ensuing from the detonation of the heterogeneous explosive.
The mixing layer at four different times are shown in Fig. 2. It is interesting to note that at early times, i.e.,
at 0.13 msec (Fig. 2 (a)), the initial Rayleigh-Taylor structures are formed even before the particles overtake
the contact surface. This phenomena has been reported in experimental photography by Frost et al.,10

and is explained as follows: after the onset of the detonation inside the explosive charge, the high-density
detonation products expand outward with velocities faster than that of the solid particles, thereby overtaking
them. During this process, the expanding detonation products have to encounter the leading particles of the
cloud, which, by virtue of their random spatial distribution, enforce a non-spherical flow to the expanding
gases. In other words, the flow-field between the leading edge of the particle cloud and the contact surface
is non-spherically symmetric, with finite, albeit small azimuthal and zenith velocity components induced
by the random particle distribution. This non-spherically symmetric flow upon subsequent interaction with
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the decelerating contact surface, gives rise to the source of the initial perturbations in the latter as shown
in Fig. 2 (a). Subsequently, at 0.58 msec (Fig. 2 (b)), the solid particles are seen to overtake the contact
surface, during which they further enhance the growth of perturbations in the mixing layer by interacting
with the gas in the mixing layer through momentum, heat and work transfer. By 1.52 msec (Fig. 2 (c)), the
secondary shock propagates inwards, thereby dragging along with it the lower boundary of the mixing layer,
which widens it. Subsequently, the secondary shock reflects from the origin and propagates outwards, and in
so doing, interacts with the hydrodynamic structures in the mixing layer during the re-shock phase, a typical
Richtmyer-Meshkov instability.6 This is characterized by the creation of vorticity due to baroclininc torque
effects, i.e., mis-aligned pressure and density gradients. This vorticity creation subsequently distorts/wrinkles
the flame (Fig. 2 (d)), thereby sustaining the mixing process, and resulting in a loss of memory of the shape
of the structures in the mixing layer at late times. In the following sub-sections, these physical phenomena
and their consequence to the mixing layer dynamics will be studied in detail.

Figure 3 shows the mass-fractions of CO2 (YCO2
, Fig. 3 (a)) and CO (YCO, Fig. 3 (c)), and the

temperature (T , Fig. 3 (b)) field along a slice of the sector at the 4 msec time instant; the solid particles are
not shown for more clarity of the mixing layer. As evident, the maximas of YCO2

and T are nearly similar,
indicating the obvious exothermicity associated with the burning regions. Furthermore, the T at the core of
the sector is significantly ‘cold’, due to the absence of O2 in these regions, and hence no afterburn occurs at
late times in the inner regions of the mixing layer. It is emphasized that if ‘anaerobic’ burning is considered,
i.e., combustion of CO with H2O in the detonation products, the inner regions of the mixing layer would
not be ‘cold’; however, no data exists on the kinetics of these reactions behind an explosion, and hence we
have reduced the problem to a mixing-controlled combustion and not a kinetic-controlled process. Observing
YCO, mushroom-like structures are evident, and significant concentration fluctuations persist in the mixing
layer.

III..2. Mean and rms profiles

To get a better understanding of the velocity profiles, Fig. 4 shows the mean (Fig. 4 (a) & (b)) and rms
(Fig. 4 (c) & (d)) at times 2.2 and 4 msec, normalized by the ambient speed of sound (ainf ). As before,
the x-axis denotes the non-dimensional scaled distance (χ), defined as in Eqn. (11). From Fig. 4, both
the mean and the rms velocity magnitudes are observed to decrease with time due to the expansion of the
flow, and the spikes observed in the radial velocity profiles represent the primary and the secondary shocks.
Moreover, as expected, the mean uθ and uφ fluctuate about zero in Figs. 4 (a) & (b), and are of a similar
magnitude. In Figs. 4 (c) & (d), the rms of ur is about 25% higher than that of uθ and uφ in the mixing
layer, a consequence of the flow being preponderantly biased in the radial direction.

In order to understand the concentration patterns in the mixing layer, we present the mean and rms
of YCO at different times, normalized with YCOi = 0.459, the value of YCO in the detonation products at
the completion of the detonation in Fig. 5. As before, the x-axis denotes the scaled distance (χ) defined
as in Eqn. (11). The mean concentration profiles (Fig. 5 (a)) are self-similar, suggesting that the scaling
procedure we have used is valid. The rms concentration profiles (Fig. 5 (b)) are similar in shape, and the
peaks are about 23-30% in intensity; the peak rms concentration decreases in time as a consequence of the
decreasing turbulence intensities in the mixing layer.

III..3. On turbulent kinetic energy and baroclinic torque

The role of turbulence is best illustrated with an investigation of the resolved and sub-grid turbulent kinetic
energy (KE), as shown in Fig. 6, normalized with ainf

2. As evident, the resolved and sub-grid KE decay
in time owing to the decrease of the velocity magnitudes due to the expansion of the gas. The sub-grid
KE is observed to be about 3-4% of the resolved, indicating that most of the turbulent KE is resolved
with the 1000X75X75 grid. Although the contribution of ksgs to the total kinetic energy is minimal, it is
essential to capture the finer scales, which would otherwise not be accounted for. At 1.5 msec, the peak
observed near χ = −0.6 is a consequence of the secondary shock, which enhances the turbulence intensity
locally through the baroclinic mechanism. At 2.2 msec, the same peak is observed near χ = 0, albeit of a
lower magnitude due to the decay in the strength of the secondary shock as it propagates outwards. The
mechanism of turbulence generation is explained with the baroclinic torque effect, i.e., vorticity creation due
to mis-alignment of pressure and density gradients, which is prominent inside the mixing layer during the
re-shock phase. Of preponderant interest is the role played by vorticity in the dynamics of the flame that
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exists in the outer regions of the mixing layer during the re-shock phase. Note that since we have assumed
infinite chemistry, the flame location is dictated by where and how fast the CO in the inner detonation
products mix with the O2 in the outer air. The effect of the vorticity created during the re-shock phase on
the flame will now be studied to detail.

During the re-shock phase, the secondary shock (denoted SS hereafter) deposits vorticity in the mixing
layer due to baroclinic effects, as reported in other studies albeit for a homogeneous explosive.7, 9 This
vorticity plays a prominant role in the subsequent wrinkling of the flame, the dynamics of which will now
be investigated. Figure 7 shows the temperature and reaction rate of CO (ln(exp(−2) − ω̇CO)), with the
temperature in K and ω̇CO in Kg/m3/sec, at different times starting from just before the re-shock phase
until a short while later. Since we have assumed infinitely fast chemistry, by reaction rate, we refer to a
mixing-controlled reaction rate, and not kinetically- (temperature) controlled. Thus, the reaction rate refers
to how fast CO and O2 meet/mix so as to react. In Fig. 7 (a), the SS is propagating outwards after reflection
from the origin, but before its interaction with the structures in the mixing layer. The thin braid-shaped
flame is seen as large-scale structures with smaller-scale corrugations. Subsequently, at 2.21 msec (Fig. 7
(b)), the SS interacts with the flame, across which density gradients exist; this generates vorticity due to
baroclinic effects. We draw arrows in Figs. 7 (a)-(c) to illustrate a location of interest used to elucidate the
role played by vorticity on the flame dynamics. By 4.02 msec (Fig. 7 (c)), the SS has traversed the entire
region of the flame, and is outside the mixing layer. In the vicinity of the arrow in Fig. 7 (c), the flame has
started to convolute/wrinkle, a consequence of the vorticity deposited by the SS. This phenomenon enhances
the effective surface area of the flame, due to which fresh sources of O2, which was hitherto unreachable to
the inner CO, is now made available for reaction and for sustaining the flame. At the same time, smaller
pockets of air that were earlier driven inwards during the implosion phase, get trapped inside the core
detonation products and are also being slowly consumed; these pocket flames are also seen in the inner
regions at later times (Fig. 7 (c)). Subsequently, these pocket flames will get extinguished after all the O2 in
the inner regions of the detonation products get consumed. In summary, the shape of the main outer flame
at the late time (Fig. 7 (c)) is very different from that at the early time (Fig. 7 (a)), due to the significant
wrinkling/convolution of the flame during and after the re-shock phase.

III..4. On concentration gradients

The mixing layer under study is characterized by deep intrusions of the inner detonation product gases into
the outer ambient air and vice versa, a typical characteristic of Rayleigh-Taylor instabilities. The study of
concentration gradients is an indicative measure of the mixing process in any mixing layer, as has also been
studied by Freund et al.25 for a turbulent annular mixing layer. In the mixing layer under study presently,
the behavior of concentration gradients is complicated due to the spherical nature of the problem and the
presence of a re-shock, when compared to planar and annular mixing layers. The CO mass fraction gradients
are presented at different times in Fig. 8 (ln(exp(−2) + |∇YCO|)); the prima facie observations that can
be deduced from this figure are: at very early times (Fig. 8 (a)), thin braid-like structures of high CO
concentration gradients exist, typical of Rayleigh-Taylor instabilities. These gradients are initially aligned
along the radial direction, with C-shaped ‘caps’ connecting them outside and inside (Note: radial braids
represent azimuthal/zenith concentration gradients, and ‘caps’ represent radial concentration gradients).
Subsequently, due to the spherical nature of the problem, the behavior of these concentration gradients differs
from planar and annular mixing layers that have been studied in the past. As the flow convects outwards,
the concentration gradients are radially stretched, causing the concentration gradients across the radially
aligned braids to decrease in magnitude as the surrounding air is entrained into them. The concentration
gradients across the ‘caps’ also decrease, but to a much lower degree when compared to the radial braids, as
seen in Fig. 8 (b). This indicates that mixing due to flow entrainment decreases the concentration gradients
faster across the radial braids, than across the inner and outer ‘caps’. Analysis suggests that this feature is
due to the higher surface area of the radial braids than the caps, and, consequently, a higher entrainment of
the ambient air through the radial braids than through the inner and outer caps. During the implosion phase
(Fig. 8 (c)), the inner ‘caps’ are imploded inwards, still preserving their ‘cap’ like curved shape. However,
subsequently, after the re-shock phase, these concentration gradients (or ‘caps’) flatten out, a phenomena
known as ‘phase inversion’.26 At late times (Fig. 8 (d)), the regions of steep CO concentration gradients
are more or less flat, and start to lose any preferential alignment.
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III..5. Comparison to a homogeneous explosive charge

To illustrate the role played by the particles in the mixing and turbulence in the mixing layer of the hetero-
geneous explosive, we compare the heterogeneous explosive charge (NM/Fe) with a homogeneous explosive
(NM) containing the same amount of the high explosive, but, instead, we add Gaussian random perturba-
tions in the outer vicinity of the charge to serve as a source of the initial perturbations. This approach of
adding perturbations has been used by others,7, 8 as well as us9 before. One of the major differences between
the mixing layers for the NM and NM/Fe charges is that, for the former, the perturbations are added at the
initial time instant, and then allowed to grow at its own ‘un-forced’ rate. On the other hand, for the mixing
layer of the NM/Fe charge, the perturbations are constantly ‘forced’ due to the presence of the particles;
thus the mixing layers for NM and NM/Fe charges differ in the underlying physics.

In Fig. 9, we compare the (a) rms of velocity and (b) rms of YCO for the NM/Fe and NM charges at the
4 msec time instant. As evident, the rms of velocity and concentrations are higher for the NM/Fe charge
than the NM charge by about 25-40%, illustrating that the former has higher turbulence levels in the mixing
layer. Since the perturbations in the mixing layer are constantly forced for the NM/Fe charge owing to the
presence of the particles, the turbulence levels are concomitantly higher. Furthermore, due to the presence of
particles for the NM/Fe charge, the implosion and re-shock phases are delayed (to be discussed shortly) as a
part of the momentum and energy from the gas are absorbed by the particles. Consequently, the baroclinic
torque effect, which plays an important role in re-energizing the turbulence levels in the mixing layer is also
delayed, implying that turbulence intensity persists longer for the heterogeneous charge, as also confirmed
in the turbulent KE profiles (Fig. 9 (c)).

In Fig. 10, we present (a) the mixing layer boundaries for the NM and NM/Fe charges, and (b) the mixing
layer width (δ). Here, we define the inner and outer boundaries as the locus of the azimuthally averaged
YCO being equal to 0.95YCO

i and 0.05YCO
i, respectively, where YCO

i denotes the mass fraction of CO at the
completion of the detonation (assumed 0.459 in this study from a simple balanced equation). Furthermore,
we define the mixing layer width as δ = r0.05 − r0.95, where r0.05 and r0.95 represent respectively, the outer
and inner boundaries of the mixing layer as just defined; the subscripts 0.05 and 0.95 are used in accordance
with their respective mass-fraction value based definitions. Although this definition of the mixing layer
boundaries is rather ad hoc, it gives a reasonable measure of the mixing layer width, based on our recent
study.9 As evident from Fig. 10 (a), the implosion phase terminates later for the NM/Fe charge (0.75 msec
for NM, 1.5 msec for NM/Fe). This is due to the absorption of mometum and energy from the gas by the
particles, and thereby ‘obstructing’ its passage during both its outward and inward passages; this delays the
implosion phase for the NM/Fe charge. Furthermore, since turbulence and mixing levels are higher for the
NM/Fe charge at the same time instant, as aforementioned, the outer boundary of the mixing layer extends
farther by about 2.5 charge radii for the NM/Fe charge as more mixing results in more afterburn energy
release, a driving force for the outer boundary.

To compare the dependence of the mixing layer widths on the turbulence effects, we plot δ normalized
with the charge radius (ro) in Fig. 10 (b) for the NM and NM/Fe charges; also shown are the curve-fit
expressions for δ/ro as functions of time (t in msec). During the early blast wave phase, δ grows linearly
with time (∼ t) for NM, but non-linearly for NM/Fe (∼ t0.75), and is wider for the latter at the same time
instant during these early times (note that for small t, t0.75 is a faster growth than t1). While the linear
trend has also been reported in other studies7, 9 for homogeneous explosive charges, the non-linear growth
for the heterogeneous charge is presumably due to the continuously forced perturbations introduced to the
flow in the mixing layer by the particles. For the NM charge, the Gaussainly random perturbations added
grow at their own ‘un-forced’ rate, while for the NM/Fe charge, the continuous perturbation of the flow due
to the particles causes the mixing layer to grow at a ‘forced’ rate. As reported earlier, the perturbations form
even before the particles overtake the mixing layer, suggesting that the early perturbations in the mixing
layer for the NM/Fe charge must be significantly high in order to cause the departure from linearity. This is
supportive of our observations stated previously with reference to Fig. 9. Subsequently, since the implosion
phase starts earlier for the NM charge (see Fig. 10 (a)), δ grows faster for NM, overtaking that for the NM/Fe
charge near 0.35 msec (see Fig. 10 (b)). During this implosion phase, the growth rate of δ scales as ∼ t1.65

for NM, and ∼ t1.17 for NM/Fe, suggesting that particles subdue the rate of implosion of the inner boundary
of the mixing layer vis-à-vis the un-obstructed passage permissible for the NM charge. This claim is further
substantiated by observing the inner boundary of the mixing layer during the implosion phase in Fig. 10 (a),
from which it is evident that the inner boundary implodes to about 2.5 ro for both charges, albeit about 0.8
msec later for NM/Fe charge. Thus, since the particles absorb momentum and energy from the gas, the rate
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of growth of the mixing layer during the implosion phase is subdued due to the lesser momentum and energy
available to drive the secondary shock inwards. Due to this delay, the outer boundary stretches farther for
NM/Fe (see Fig. 10 (a)), and concomitantly, the mixing layer width is also wider by about 2.5 ro for NM/Fe
at the completion of the implosion phases for both the charges. Subsequently, the mixing layer stays wider
for the NM/Fe charge, as evident from Fig. 10 (b).

In summary, the inert particles perturb the mixing layer, causing higher turbulence levels at the same
time instant, and concomitantly, higher mixing and afterburn than the corresponding homogeneous explosive
charge containing the same amount of the high explosive. This in turn stretches the outer boundary of the
mixing layer farther for the heterogeneous explosive charge. The rate of growth of the mixing layer is
subdued for the NM/Fe charge during the implosion phase due to the momentum and energy absorption
by the particles, but the final attained width is wider. Thus, the mixing layer characteristics subsequent to
the detonation of a heterogeneous explosive are significantly different from that of a homogeneous explosive
charge containing the same amount of the high explosive.

IV. Conclusions

A robust two-phase methodology has been developed and applied to investigate the physics involved
in the mixing layer of a heterogeneous explosive charge. The particle front is observed to be spherically
symmetric, consistent with past experimental observations for the same particle size and material. Three-
dimensional features are observed in the ensuing mixing layer behind the blast wave. It has been shown
that Rayleigh-Taylor structures form in the mixing layer even before the particles penetrate through the
mixing layer, consistent with other past experimental observations; these early hydrodynamic structures are
formed due to the three-dimensional perturbations introduced at early times by the particles to the flow-field
between the leading edge of the particle cloud and the contact surface. The mean azimuthal (uθ) and zenith
(uφ) velocities are observed to fluctuate about zero as expected, since the flow is primarily radial in nature.
The rms of the radial velocity (ur) is about 25% higher than the other two components (uθ and uφ), as the
flow is biased along the radial direction.

Significant mixing is observed in the mixing layer, with peak concentration fluctuations in the tune of
23-30% in intensity. Furthermore, a scaling procedure based on another past study is used to show self-
similarity in shape of the concentration profiles in the mixing layer. With time, the turbulence intensities
are found to decrease, and concomitantly, the peaks of the concentration rms profiles. After the re-shock
phase, the flame at the outer region of the mixing layer is observed to convolute/wrinkle due to the vorticity
deposited by the re-shock through baroclinic torque effects. At early times, concentration gradients exist
in the mixing layer in the form of thin braids that are radially aligned, and are joined by ‘caps’ at the
edges. Subsequently, as the mixing layer widens, the concentration gradients along the azimuthal directions
decrease faster than the radial direction, owing to the flow being primarily along the radial direction. At
late times, the concentration gradients flatten out, and tend to have less preferential alignment.

Upon comparing the heterogeneous charge with that of a homogeneous charge containing the same
amount of the high explosive, it is deduced that the turbulence intensities in the mixing layer of the former
are superior than the latter at the same time instant, due to (1) the continuous perturbation provided by the
particles, and (2) the delayed re-shock phase for the heterogeneous explosive charge. The mixing layer of the
heterogeneous charge grows non-linearly even at early times, due to the constant forcing of perturbations
in the flow by the particles. The growth rate of the mixing layer during the implosion phase is subdued
for the heterogeneous explosive charge, due to the momentum and energy absorption by the particles. This
emphasizes that inert particles added to an explosive charge play a vital role in the mixing process subsequent
to the detonation of a heterogeneous explosive.
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Figure 1. Grid independence. Profiles at 4 msec: (a) rms of velocity profiles (blue: ur, red: uθ, green: uφ); (b) resolved
turbulent KE.

(a) (b) (c) (d)

Figure 2. Mixing layer profiles shown at different times: (a) 0.13 msec, (b) 0.58 msec, (c) 1.52 msec, and (d) 4.02 msec.

(a) (b)

Figure 3. (a) YCO2
; (b) Temperature (K); (c) YCO contours in the mixing layer at 4 msec. The solid particles are not

shown for more clarity of the mixing layer.
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Figure 4. Mixing layer mean ((a) & (b)) and rms ((c) & (d)) velocity profiles shown at 2.2 msec ((a) & (c)) and 4 msec
((b) & (d)).
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Figure 5. YCO profiles in the mixing layer normalized with the initial CO mass fraction in the detonation products,
YCO

i: (a) mean; (b) rms.
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Figure 6. Turbulent kinetic energy profiles: (a) resolved; (b) sub-grid.
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(a)

(b)

(c)

Figure 7. Flame dynamics in the mixing layer: Temperature (K) and ω̇CO (ln(exp(−2)− ω̇CO)) profiles at times (a) 1.42
msec; (b) 2.21 msec; (c) 4.02 msec. Temperature on the left and ln(exp(−2) − ω̇CO) on the right.
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(a) (b)

(c) (d)

Figure 8. CO mass fraction gradient in the mixing layer at times (a) 0.22 msec; (b) 1.04 msec; (c) 1.62 msec; (d) 4.02
msec. The quantity ln(exp(−2) + |∇YCO |) is presented.
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Figure 9. Comparison of homogeneous (NM) and heterogeneous (NM/Fe) explosives at 4 msec: (a) rms of velocity
profiles (blue: ur, red: uθ, green: uφ); (b) rms of YCO ; (c) resolved and sub-grid turbulent KE.
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Figure 10. Comparison of the homogeneous (NM) and heterogeneous (NM/Fe) explosive charges containing the same
amount of the high explosive: (a) mixing layer boundaries; (b) mixing layer width (δ). For the curve-fit expressions in
(b), t is computed in msec.
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